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New Features / Technical Proposals in NVMe 1.3

Type Description Benefit
Boot Partitions Enables bootstrapping of an SSD in a low resource environment
Client/Mobile Host Controlled

Host control to better regulate system thermals and device throttling
Thermal Management

Enables exchange of meta data between device and host. First use is

DlICENTEE Streams to increase SSD endurance and performance
[ — 0 Provides more flexibility with shared storage use cases and resource
=] Data Center/Enterprise  Virtualization assignment, enabling developers to flexibly assign SSD resources to
| m— 0 | specific virtual machines
Eml_JIa_ted_ControIIer Better performance for software defined NVMe controllers
Optimization
Timestamp Start a timer and record time from host to controller via set and get features
Debug Error Log Updates Error logging and debug, root cause problems faster
Telemetry Standard command to drop telemetry data, logs
Device Self-Test Internal check of SSD health, ensure devices are operating as expected
" Simple, fast, native way to completely erase data in an SSD, allowing more
Sanitize . o
Management options for secure SSD reuse or decommissioning
Management Allows same management commands in or out-of-band
Enhancements
SGL Dword . . .
Storage Simplification Simpler implementation
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Device Self Test

Host system can request the
storage device (SSD) do
perform tests to ensure it is
functioning properly

Short — less than 2 min

Long — will continue after reset
(can send format or another
DST to stop)

Figure 280: Example Device Self-test Operation (Informative)

Segment Test Performed Failure Criteria
1 — RAM Check Write a test pattern to RAM, followed by a read and Any uncorrectable error or
compare of the original data. data miscompare
2 _ SMART Check Check SMART or health status for Cntical Warning bits set | Any Critical Waming bit set to

to ‘1" in SMART / Health Information Log.

‘1" fails this segment

3 — Volatile memory
backup

Validate volatile memory backup solution health (e g.,
measure backup power source charge and/or discharge
time).

Significant degradation in
backup capability

4 — Metadata validation

Confirm/validate all copies of metadata.

Metadata is corrupt and is not
recoverable

Write/read/compare to reserved areas of each NVM.

5 — NVM integrity Ensure also that every read/write channel of the controller | Data miscompare
Is exercised.
- Perform background housekeeping tasks, prioritizing
H actions that enhance the integnty of stored data.
E 6 — Data Integrity | Exit this segment in time to complete the remaining mfe%ab;g ptandis not
o segments and meet the timing requirements for extended
5 device self-test operation indicated in the Identify Controller
data structure.
Perform random reads from every available good physical
block.
_ . Inability to access a physical
7 —Media Check Exit this segment in time to complete the remaining block
segments. The fime to complete is dependent on the type
of device self-test operation.
The Percentage Used is set
to 255 in the SMART / Health
: P e e ptabil Information Log or an
8 _ Drive Life End-of-life condition: Assess the drive’s suitability for analysis of intemal key

confinuing write operations.

operating parameters
indicates that data is at risk if
writing continues

9 — SMART Check

Same as 2 — SMART Check

, nvim
EXPRESS.

—



Sanitize

Alters user data so that is is unrecoverable by erasing media, Before After
metadata, and cache

Use when retiring SSD from use, reusing for new use case, or
end of life

Modes in Sanitize

* Block Erase — low level block erase on media (physically 10000000000000000-000000005 e —
erase NAND blocks)
| 17 A |
* Crypto Erase - change media encryption key
Key: 7>*%$$( Key: %&*#%)#
* Overwrite — overwrite with data patterns (not good or
recommended for NAND based SSDs due to endurance) & J N\ J/
Sanitize vs Format Unit in NVMe — keeps going after reset, and _
erases all metadata, log pages and status during operation Metadata

Encryption Key
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New Debug Features

Timestamp

« Enables host to set a timestamp in controller via set features NVMe
command, and read with get features

Error Log Updates

« Get Log NVMe command now returns more info on where the error
occurred (queue, command, LBA, namespace, etc.) and error count

Telemetry

« vendor unique logs that can be dumped with industry standard
commands and tools

. nvim
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Boot Partitions

» Optional storage area that can be read
with “fast” initialization method (not
standard NVMe queues). Example:
UEFI bootloader Makes NVMe more accessible

for mobile and client form factors

« Saves cost and space by removing the
need for another storage medium (like

S P I ﬂ aS h ’ E P R O M) ) § Figure 281: Boot Partition O\Tajrvimtf
. . . ostMemary Boot Partition _- Boot Partition Read Offset
* Write using standard NVMe Firmware seotmemry st~ QRERRRR - sooporionteoasis

Download and Firmware Commit

Boot Memory

« Can be protected with Replay Buffer Address
Protected Memory Block

. nvim
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Host Controlled Thermal
Management

Better thermal management in client
systems like laptops and desktops.

Host can set
at which a device should

start going into a lower power state /
throttling

— host tells SSD what temp in
degrees K it should start throttling at

 TMT2 — threshold where the SSD
should start heavy throttling regardless
of impact to performance

T™T2

o

TMTA

Vendor
Specific

Figure 264: HCTM Example
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Management Enhancements

NVMe-MI in-band vs out-of-band

L Management
AL Controller

Operating System Platform
Management

Management in-band: in operating
system goes through NVMe admin
queue

NVMe NVMe

Examples: SMART, log pages, Drlver Dnver
format unit
PCle
PCle PCleVOM. /oc1e vom
SMBus/I2C

Management out-of-band: outside PCle Pot | PCle Port

of host OS through SMBus/I12C or

i NVMe Storage Device - PCle SSD :

____________________________________
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NVMe-MI Command Set Overview

Read NVMe-MI Data Structure Firmware Activate/Commit
NVM Subsystem Health Status Poll Firmware Image Download
NVMe Controller Health Status Poll Format NVM
Management Configuration Get Get Features
Interface Configuration Set Get Log Page
C?rg?:g;\cds VPD Ref':\d NVMe Identify
VPD Write Commands Namespace Management
Reset Namespace Attachment
Security Send
PCle Configuration Read Security Receive
PCle Configuration write Set Features
PCle I/O Read
cote PCle 1/O Write

PCle Memory Read
PCle Memory Write
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Application

NVMe Driver

Out-of-Band and In-band Data Flow

Out-of-Band: NVMe-MI over MCTP over SMBus/12C i
SMBus/12C

I = = = = Out-of-Band: IPMI FRU Data Access (VPD) over SMBus/12C
I

| In-Band: NVMe-MI Tunnel over NVMe

4--—-——

v |
NVMe NVM Subsystem

|
|
|
|
|
|
|
|
|
|
|
|
|
N

NVMe-MI 1.1 adds in-band NVMe-MI Tunnel
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Storage Virtualization Hypervisor

Guest OS
Today’s virtualization model with e SNV
. anadar =
NVMe uses software sharing NVMe Driver NVMe Front-End

= Hypervisor Hardware Emulator is in
the path of every 10

Para-Virtualized

Emulated

= Para-virtualized Drivers help reduce NVMe SSD
latency at the cost of using a non-
standard NVMe driver

NVMe Back-End

(Hypervisor's) NVMe Driver

12%
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Virtualization Solution

Direct Assignment

» Enable each tenant to “feel” like their
portion of the SSD is a separate and
distinct entity

» Hypervisor configures SSD — not
involved in runtime access

» Guest OSes use today’s standard
NVMe drivers unmodified

Hypervisor

VM x VM 'y

NVMe SSD with Virtualized Controllers

Configuration

Hypervisor's
NVMe Driver

13 n/ EXPRESSDD




Direct Assignment in NVMe

« The near term approach maps

onto PCle SR-IOQOV Primary Controller A Primary Controller B

Resources Resources
(e.g., queues)

« There is a hierarchy of primary
and secondary controllers

« primary = physical function (PF)
« secondary = virtual function (VF)
NVM subsystem

Secondary Secondary Secondary Secondary
Controller p Controller g Controller x Controllery

* Abstraction allows future
mechanisms beyond SR-I0OV

14%
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Allocating Resources

PF

Admin Queue
1/0 Queue 0

« Resources may be moved between 10 0vese?

the PF and VF(s) o Queve x

.. Availabl First | RS0
«  VQ Set — A set of (four) Submission i reead s - oy | ENE i 3
. H 1/0 Queue (X-2

Queue (SQ) and Completion Funetion (PH) 10 queas -5 | D)

. |

Queue (CQ) pairs that may be 1o Quese 0 '_—_—:

. |~ vQset1
assigned to a VF 10 queue (c-5) | (EETEEED)
I/OQueue(X—6)| SQ CQ I
! ueue (X=7) |

VI Set — A set of (four) MSI-X A e oamencs | EEDER :
. Allocated :_—_—_—_—_—\ Queues That May be
interrupt resources that may be : RELTEy . Assigned to Virtual

. | _
assigned to a VF EIED runetien (V0

l so | co J

] so [ co}

SRR

' SQ | co J

, sQ | cQ '

' SQ | cQ |
] 5o [ o} J1s n%
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Virtualization Enhancements

» Relies on Namespace Management

= Namespaces divide the capacity of the
drive

= Namespaces allocated between
Primary and Secondary Controllers

= Allocate Queue Resources between
Primary and Secondary Controllers

Figure 170: Virtualization Management — Command Dword 10

Bit

Description

316

Controller Identifier (CNTLID): This field mdicates the controller for which controller resowrces
are to be modified.

15:11

Reserved

10:08

Resource Type (RT): This field indicates the type of controlier resource to be modifiad.

Value Description

000k Vil Resources

001k V1 Resources
010p—111b | Reserved

0704

Reserved

D3:00

Action (ACT): This field indicates the operation for the command to perform as described below.

Oh

Value | Description

Reserved

1h

Primary Controller Flexible Allocation: Set the number of Flexible Resources
allocated fo this primary controler following the next Controller Level Reset. K the
Controller Identifier field does not comespond to this primary controller then an
emor of Invalid Controller kdentifier is retumed. This value is persistent across
power cyckes and resets.

Reserved

2h—6h
Th

Secondary Controller Offline: Place the secondary controller i the Offline state
and remowe all Flexible Resources. f the Controller |dentifier field does not
comespond to a secondary controller associated with this primary controller then
an emor of invalid Controller Identifier is retumed.

Secondary Controller Assign: Assign the number of controller resources
specified in Mumber of Controller Resources to the secondary controller. | the
Conftroller [dentifier field does not comespond to a secondary controller associated
with this prmary controller then an emor of invalid Controller [dentifier s returned.
If the secondary controller is not in the Offline state then an emor of Invalid
Secondary Controller State is retumed.

Secondary Controller Online: Place the secondary controller in the Online state.
If the Controller Identifier field does not comespond to a secondary controller
associated with this primary confroller then an emor of Invalid Controler Identifier
is retumed. If the secondary confroller is not configured appropriately (refer fo
section B.5) or the primary controller is not enabled, then an ermor of Invalid
Secondary Controller State is retumed.

Reserved
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Directives

Figure 70: Directive Receive — Data Pointer

Bit Description

= A new framework in NVMe which enables | o Data Pointer (DPTRY: This fild specifies fhe starl of he data buffer. Refer o Figure 11 for e
per-lO command tagging and an admin

1h 1 1 Figure 71: Directive Receive — Command Dword 10
capability to configure and report various 9
. R Bit Description
Settl ngS and attrl butes 31-00 Number of Dwords (NUMD): This field specifies the number of Dwords to transfer. This is a 0's
based valus.
. Enables eXChange Of meta data between Figure 72: Directive Receive — Command Dword 11
I Bit Description
deVI Ce and hOSt 3116 Directive Specific (DSPEC): The interpretation of this field is Directive Type dependent. Refer to
: section 9
1508 Directive Type (DTYPE): This field specifies the Directive Type. Refer to Figure 288 for the list of
Directive Types.
07-00 Directive Operation (DOPER): This field specifies the Directive Operation to perform. The
) interpretation of this field is Directive Type dependent. Refer to section 9.

17 n’ EXPRESSDD
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Streams: Problem

Workload A | wmmp | 1TB ;l
S 1TB< Workload ‘A’ | “ag
I Workload ‘B’| ) 4TB< \
Workload ‘C’| =)
— 1TB
Workload ‘C’| Workload ‘D’ a
Workload D'| wemp | 1TB \
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Streams: Problem

Stream 1
Sequential

Stream 2
Sequential

Stream 3
Random

Single
Write
Stream

Trim Stream Data
Standard SSD
] N 1]
No Stream Separation — —
.\ B N |
I N
= ] ]
] ]
s N O — e E— __
I S N —
I S B B
I I N -
] e — E— —
s e N
s N e .
[ Reclaim
Units Sequential Self-Invalidation
|
]
. u 1
] 1
[ ]
Blocks e s
I D N —
. ___ _§ 5§ ]
. N N N |
. k&
S N O ——
Mixed data needs garbage collection to reclaim blocks. —— e —— —

Higher write amp

19%
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Streams: Solution

Trim Stream Data

Streaming SSD

Separation of streams into different reclaim units

Stream 1
Sequential

Individual
Stream 2 —_— Write

Sequential

Reclaim

Streams Units Sequential Self-Invalidation

Stream 3 _,
Random

Blocks

Separated data can be trimmed or self-invalidated to reclaim blocks.
Lower write amp
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Enabling Future Enhancements

Byte 3 Byte 2 Byte 1 Byte 0

[31]30[29]28[27]26]25] 24] 23 [22] 21 [20]19[ 18] 17[ 16 ] 45]14]13] 2] 11]10] 9[8[ 76 [ 5[ 4] 3[ 2] 1] 0]

Command Identifier FUSE Opcode

Namespace Identifier

» Streams uses 16-bits in Write
commands to identify stream

Metadata Pointer

«  NVMe commands have little
available space ...

PRP Entry 1

« Make re-useable Directive ID /
Directive Type field

PRP Entry 2

Starting LBA

* |ID can be used for Streams today
and future ideas tomorrow

LR|FUAl  PRINFO Number of Logical Blocks

Directive ID - D Type DSM

Initial Logical Block Reference Tag

Logical Block Application Tag Logical Block Application Tag Mask
21 " EXPRESS.
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