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Errata Overview 

 
 
 
Revision History 

Revision Date Change Description 

4/22/2018 
• Initial draft clarifying that status bits are independent in the out-of-

band and in-band tunneling mechanisms.  Also clarifies how NSID 
and Controller Identifier work in the in-band tunneling mechanism. 

4/23/2018 • Wording updates after workgroup review 

5/7/2018 • A few more wording updates from workgroup review on 5/7 

5/8/2018 
• Fixed copy/paste error for existing text that is not modified by this 

ECN 

 
 
  

• Clarify that status bits are independent in the out-of-band and in-band tunneling mechanisms 
• Clarify how to treat NSID in the in-band tunneling mechanism 

• Clarify how to treat Controller Identifier in the in-band tunneling mechanism 
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Description of Specification Changes 
 
Modify a portion of Section 4.3.1 (NVMe-MI Send Command) as shown below: 
 

The NVMe-MI Send command is an NVMe Admin Command as defined by this specification and the NVM 
Express Specification.  It is used to tunnel an NVMe-MI Command in-band from host software to an NVMe 
Controller that transfers data from a host to an NVMe Controller (similar to a write operation).  The data being 
transferred is in one or more of the following locations: Request Data, NVMe Management Dword 0, NVMe 
Management Dword 1. 

NVMe-MI Commands may apply to the NVM Subsystem, Controllers, and/or Namespaces.  The Controller 
Identifier of the Controller to which the NVMe-MI Send command is issued is not used when processing the 
tunneled NVMe-MI Command.  If the tunneled NVMe-MI Command requires one or more Controllers to be 
specified, then the applicable Controller Identifiers are specified by the tunneled NVMe-MI Command.  The 
Namespace Identifier (NSID) field of the NVMe-MI Send command (bytes 7:4 of the Submission Queue Entry) 
is not used and should be cleared to 0h by host software.  If the tunneled NVMe-MI Command requires one or 
more Namespaces to be specified, then the applicable Namespace Identifiers are specified by the tunneled 
NVMe-MI Command. 

 
Modify a portion of Figure 39 (NVMe-MI Send Command Request Message to NVMe Admin Command 
SQE Mapping Table) as shown below: 
 

NVMe-MI Command Request Message NVMe Admin Command SQE Mapping 

Description Byte Description 

This field has no equivalent in NVMe-MI. 03:00 
Command Dword 0 (CDW0): Refer to the NVM Express 
specification. 

If the tunneled NVMe-MI Command 
requires one or more Namespaces to be 
specified, then the applicable 
Namespace Identifiers are specified by 
the tunneled NVMe-MI Command. 

07:04 
Namespace Identifier (NSID): This field should be 
cleared to 0h by host software.  Refer to the NVM 
Express specification for more details. 

These bytes have no equivalent in NVMe-
MI. 

23:008 Refer to the NVM Express specification. 
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Description of Specification Changes 
 
Modify a portion of Section 4.3.2 (NVMe-MI Receive Command) as shown below: 
 

The NVMe-MI Receive command is an NVMe Admin Command as defined by this specification and the NVM 
Express Specification. It is used to tunnel an NVMe-MI Command in-band from host software to an NVMe 
Controller that transfers data from an NVMe Controller to a host (similar to a read operation). The data being 
transferred is in one or more of the following locations: Response Data, NVMe Management Response. 

 

NVMe-MI Commands may apply to the NVM Subsystem, Controllers, and/or Namespaces.  The Controller 
Identifier of the Controller to which the NVMe-MI Receive command is issued is not used when processing the 
tunneled NVMe-MI Command.  If the tunneled NVMe-MI Command requires one or more Controllers to be 
specified, then the applicable Controller Identifiers are specified by the tunneled NVMe-MI Command.  The 
Namespace Identifier (NSID) field of the NVMe-MI Receive command (bytes 7:4 of the Submission Queue 
Entry) is not used and should be cleared to 0h by host software.  If the tunneled NVMe-MI Command requires 
one or more Namespaces to be specified, then the applicable Namespace Identifiers are specified by the 
tunneled NVMe-MI Command. 

 
Modify a portion of Figure 45 (NVMe-MI Receive Command Request/Response Message to NVMe 
Admin Command SQE/CQE Mapping Table) as shown below: 
 

NVMe-MI Command Request Message NVMe Admin Command SQE Mapping 

Description Byte Description 

This field has no equivalent in NVMe-MI. 03:00 
Command Dword 0 (CDW0): Refer to the NVM Express 
specification. 

If the tunneled NVMe-MI Command 
requires one or more Namespaces to be 
specified, then the applicable 
Namespace Identifiers are specified by 
the tunneled NVMe-MI Command. 

07:04 
Namespace Identifier (NSID): This field should be 
cleared to 0h by host software.  Refer to the NVM 
Express specification for more details. 

These bytes have no equivalent in NVMe-
MI. 

23:008 Refer to the NVM Express specification. 

 
 

Modify a portion of Section 5.2.2 (Health Status Change (Configuration Identifier 02h)) as shown 
below: 

 
This Configuration Identifier is used to clear selected status bits in the Composite Controller Status field of the 
NVM Subsystem Health Data Structure, (refer to Figure 59), returned by the NVM Subsystem Health Status 
Poll command.  
 
The Composite Controller Status field of the NVM Subsystem Health Data Structure is used to report the 
occurrence of health and status events associated with the NVM subsystem. When a bit in this field is set to 
‘1’, it remains a ‘1’ until cleared.  
 
A Configuration Set command that selects Health Status Change may be used to clear corresponding bits 
selected in NVMe Management Dword 1 of the Composite Controller Status field to ‘0’. 

A Configuration Set command that selects Health Status Change operates independently in the out-of-band 
mechanism and the in-band tunneling mechanism. 

An NVMe Storage Device supporting the out-of-band mechanism shall have an independent copy of the 
Composite Controller Status dedicated to the out-of-band mechanism.  In the out-of-band mechanism, a 
Configuration Set command that selects Health Status Change only applies to the copy of the Composite 
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Controller Status dedicated to the out-of-band mechanism.  Refer to section 5.4 for more details on 
Composite Controller Status. 

An NVMe Storage Device supporting the in-band tunneling mechanism shall have an independent copy of the 
Composite Controller Status dedicated to the in-band tunneling mechanism.  In the in-band tunneling 
mechanism, a Configuration Set command that selects Health Status Change only applies to the copy of the 
Composite Controller Status dedicated to the in-band tunneling mechanism. 

 

 

 

Modify a portion of Section 5.3 (Controller Health Status Poll) as shown below: 

The Controller Health Status Poll command is used to efficiently determine changes in health status attributes 
associated with one or more Controllers in the NVM Subsystem.  

The Controller Health Status Poll command operates independently in the out-of-band mechanism and the in-
band tunneling mechanism. 

An NVMe Storage Device supporting the out-of-band mechanism shall have an independent copy of the 
Controller Health Data Structure (refer to Figure 55) and the Controller Health Status Changed Flags (refer to 
Figure 56) dedicated to the out-of-band mechanism.  In the out-of-band mechanism, a Controller Health 
Status Poll command only applies to the copy of the Controller Health Data Structure and the Controller 
Health Status Changed Flags dedicated to the out-of-band mechanism. 

An NVMe Storage Device supporting the in-band tunneling mechanism shall have an independent copy of the 
Controller Health Data Structure and the Controller Health Status Changed Flags dedicated to the in-band 
tunneling mechanism.  In the in-band tunneling mechanism, a Controller Health Status Poll command only 
applies to the copy of the Controller Health Data Structure and the Controller Health Status Changed Flags 
dedicated to the in-band tunneling mechanism. 

The Controller Health Status Poll command uses NVMe Management Dwords 0 and 1. The format of NVMe 
Management Dword 0 is shown in Error! Reference source not found. and the format of NVMe Management 
Dword 1 is shown in Error! Reference source not found.. 

 

Modify a portion of Section 5.4 (NVM Subsystem Health Status Poll) as shown below: 

The NVM Subsystem Health Status Poll command is used to efficiently determine changes in health status 
attributes associated with the NVM Subsystem.  

The NVM Subsystem Health Status Poll command operates independently in the out-of-band mechanism and 
the in-band tunneling mechanism.   

An NVMe Storage Device supporting the out-of-band mechanism shall have an independent copy of the NVM 
Subsystem Health Data Structure (refer to Figure 59) dedicated to the out-of-band mechanism.  In the out-of-
band mechanism, an NVM Subsystem Health Status Poll command only applies to the copy of the NVM 
Subsystem Health Data Structure dedicated to the out-of-band mechanism. 

An NVMe Storage Device supporting the in-band tunneling mechanism shall have an independent copy of the 
NVM Subsystem Health Data Structure dedicated to the in-band tunneling mechanism.  In the in-band 
tunneling mechanism, an NVM Subsystem Health Status Poll command only applies to the copy of the NVM 
Subsystem Health Data Structure dedicated to the in-band tunneling mechanism. 

The NVM Subsystem Health Status Poll command uses NVMe Management Dword 1 as shown in Error! 
Reference source not found..  
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